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"Truth Machines" from Polygraphs to Neural Analysis: 
Technologically-Assisted Cheating and Deception 
Detection in Historical Focus 

  

Abstract 

 

Cheating and deception are often construed as having considerable social and economic 

consequences in critical social contexts such as workplaces and immigration settings 

(Jacobsen, Fosgaard, & Pascual-Ezama, 2018). Discourses on truth and falsity have 

increased in number and variety as many commentators have characterized our society as 

being in a “post-truth” era (Oravec, 2018; Peters, Rider, Hyvönen, & Besley, 2018).  

Developing a set of technological tools to assist in detection of “lies,” “cheating,” and “false 

impersonation” (however murky and confusing these notions can be) has long been an 

aspiration of some developers and managers, with the dreams and visions of creating a “truth 

machine” still active (Gaggioli, 2018).  The concepts of truthfulness and deception as 

implemented in online systems by researchers and technicians can be significantly different 

from the notions that are embedded in everyday organizational understandings and 

enactments.  The paper begins by exploring the history of polygraphs.  It then examines the 

construction and labelling of online “integrity scores”; it investigates how such vehicles as 

wearable technologies, eye scanning, and webcams are being used to collect the data used for 

anti-deception initiatives (as with Converus’s EyeDetect), along with the increasing levels of 

personalization of deception prevention (Whelan, McDuff, Gleasure, & Vom Brocke, 2018). 

The paper projects the dangers of organizations and governmental agencies producing “lists 

of potential cheaters” linked with detailed profiles and composed of names of individuals 

whose recorded movements and characteristics apparently do not conform to the behavioral 

indicators projected by particular systems. The paper also outlines some of the future 

prospects for brain scanning and other emerging modes for deception detection as well as 

behavioral modification; the notion of “self-lie detection” has been investigated by 

researchers, with the projected potential for increasing personal insight about one’s own 

truthfulness through technological means (Echarte, 2019).   

Use of polygraphs on employees is often prohibited or constrained in many US and 

international business contexts (Balmer, 2018); however, some forms of “virtual 

polygraphy” (Schrage, 2011) have emerged that have not been explicitly banned in many of 

their implementations.  Despite many technical and legal obstacles, new capabilities for 

detecting lies, deception, and false impersonation have been integrated into various 

technological systems, increasing the “personal transparency” of employees and often of 

clients as well (Han, 2015; Oravec, 2004; Warren & Schweitzer, 2018). Some of these 
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deception-detection mechanisms capture employee documents, profiles, and personal 

characteristics and behaviors for later use in system analytics or in other applications, 

possibly presenting privacy invasions.  Informing employees about the systems’ intents and 

requesting consent about deception detection has the potential to challenge some individuals 

to “game” the systems and attempt to subvert the detection mechanisms involved (Oravec, 

2013). This essay analyzes the efforts of ProctorU, Converus (EyeDetect), and Examity 

Corporations, and extends the discussion to the robotic detection of deception (Iacob & 

Tapus, 2018). (ProctorU and Examity initiatives were once primarily focused on student 

cheating, but have expanded in applications to workplace settings.)  Issues of whether the 

full intent of the systems can be communicated in a comprehensible fashion are of special 

concern in efforts to obtain informed consent and to implement the systems humanely.  

Big data, profiling, surveillance, and predictive analytics in deception detection systems may 

change radically the relationships between individuals and organizations, introducing new 

potentials for bias and disempowerment. Research and development efforts on cheating and 

deception have gained new dimensions in the advent of artificial intelligence (AI) and big 

data capabilities, and some of the resultant initiatives are in use today despite the fact that 

they are in the early stages of testing and evaluation.   
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